
1. Introduction

Analyzing Optimization for Statistical Machine Translation
MERT Learns Verbosity, PRO Learns Length
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• MT#performance#depends#on#the#tuning&set&(Zheng#et#al.,#2010,#Liang#
et#al#2010)

• Optimization#can#be#improved#by#selecting#a#suitable#tuning#set.

• PRO#has#issues with#length:
G generates#shorter#translations#(Nakov#et#al.,#2012)

G is#susceptible#to#produce#pathologically#long#translations#
(Nakov#et#al.,#2013)
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2. Analyzing Length for SMT Optimization

Arabic-English Spanish-English

Datasets NIST 04, 05, 06, 09 WMT 08, 09, 10, 11

References multiple, single single

Partitions Length: short, mid, long
Verbosity: low, mid, high

Optimizers PRO & MERT
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3. Setup
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Figure 1: Average source sentence length (x axis) vs. average verbosity (y axis) for 100 random samples,
each with 500 sentence pairs extracted from NIST (Left: Arabic-English, multi- and single-reference)
and from WMT (Right: Spanish-English, single-reference) data.

The main research question we are interested
in, and which we will explore in this paper, is
whether the SMT parameter optimizers are able
to learn the verbosity from the tuning set. We
are also interested in the question of how the hy-
pothesis verbosity learned by optimizers such as
MERT and PRO depends on the nature of the tun-
ing dataset, i.e., its verbosity. Understanding this
could potentially allow us to manipulate the hy-
pothesis verbosity of the translations generated at
test time simply by changing the characteristics of
the tuning dataset in a systematic and controlled
way. While controlling the verbosity of a tuning
set might be an appealing idea, this is unrealistic
in practice, given that the verbosity of a test set is
always unknown. However, the results in Figure 1
suggest that it is possible to manipulate verbosity
by controlling the average source sentence length
of the dataset (and the source-side length is always
known for any test set). Thus, in our study, we use
the source-side sentence length as a data selection
criterion; still, we also report results for selection
based on verbosity.

In order to shed some light on our initial ques-
tion (whether the SMT parameter optimizers are
able to learn the verbosity from the tuning dataset),
we contrast the verbosity that two different opti-
mizers, MERT and PRO, learn as a function of
the average length of the sentences in the tuning
dataset.5

5In this work, we consider both optimizers, MERT and
PRO, as black-boxes. For a detailed analysis of how their
inner workings can affect optimization, see our earlier work
(Nakov et al., 2012).

4 Experiments and Evaluation

We experimented with single-reference and multi-
reference tuning and testing datasets for two
language pairs: Spanish-English and Arabic-
English. For Spanish-English, we used the
single-reference datasets newstest2008, new-
stest2009, newstest2010, and newstest2011 from
the WMT 2012, Workshop on Machine Transla-
tion Evaluation.6 For Arabic-English, we used
the multi-reference datasets MT04, MT05, MT06,
and MT09 from the NIST 2012 OpenMT Eval-
uation;7 we further experimented with single-
reference versions of the MT0x datasets, using the
first reference only.

In addition to the above datasets, we con-
structed tuning sets of different source-side sen-
tence lengths: short, middle and long. Given an
original tuning dataset, we selected 50% of its sen-
tence pairs: shortest 50%, middle 50%, or longest
50%. This yielded tuning datasets with the same
number of sentence pairs but with different num-
ber of words, e.g., for our Arabic-English datasets,
longest has about twice as many English words
as middle, and about four times as many words
as shortest. Constructing tuning datasets with the
same number of sentences instead of the same
number of tokens is intentional as we wanted to
ensure that in each of the conditions, the SMT pa-
rameter optimizers learn on the same number of
training examples.

6
www.statmt.org/wmt12/

7
www.nist.gov/itl/iad/mig/openmt12.cfm
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Figure 1: Average source sentence length (x axis) vs. average verbosity (y axis) for 100 random samples,
each with 500 sentence pairs extracted from NIST (Left: Arabic-English, multi- and single-reference)
and from WMT (Right: Spanish-English, single-reference) data.

The main research question we are interested
in, and which we will explore in this paper, is
whether the SMT parameter optimizers are able
to learn the verbosity from the tuning set. We
are also interested in the question of how the hy-
pothesis verbosity learned by optimizers such as
MERT and PRO depends on the nature of the tun-
ing dataset, i.e., its verbosity. Understanding this
could potentially allow us to manipulate the hy-
pothesis verbosity of the translations generated at
test time simply by changing the characteristics of
the tuning dataset in a systematic and controlled
way. While controlling the verbosity of a tuning
set might be an appealing idea, this is unrealistic
in practice, given that the verbosity of a test set is
always unknown. However, the results in Figure 1
suggest that it is possible to manipulate verbosity
by controlling the average source sentence length
of the dataset (and the source-side length is always
known for any test set). Thus, in our study, we use
the source-side sentence length as a data selection
criterion; still, we also report results for selection
based on verbosity.

In order to shed some light on our initial ques-
tion (whether the SMT parameter optimizers are
able to learn the verbosity from the tuning dataset),
we contrast the verbosity that two different opti-
mizers, MERT and PRO, learn as a function of
the average length of the sentences in the tuning
dataset.5

5In this work, we consider both optimizers, MERT and
PRO, as black-boxes. For a detailed analysis of how their
inner workings can affect optimization, see our earlier work
(Nakov et al., 2012).

4 Experiments and Evaluation

We experimented with single-reference and multi-
reference tuning and testing datasets for two
language pairs: Spanish-English and Arabic-
English. For Spanish-English, we used the
single-reference datasets newstest2008, new-
stest2009, newstest2010, and newstest2011 from
the WMT 2012, Workshop on Machine Transla-
tion Evaluation.6 For Arabic-English, we used
the multi-reference datasets MT04, MT05, MT06,
and MT09 from the NIST 2012 OpenMT Eval-
uation;7 we further experimented with single-
reference versions of the MT0x datasets, using the
first reference only.

In addition to the above datasets, we con-
structed tuning sets of different source-side sen-
tence lengths: short, middle and long. Given an
original tuning dataset, we selected 50% of its sen-
tence pairs: shortest 50%, middle 50%, or longest
50%. This yielded tuning datasets with the same
number of sentence pairs but with different num-
ber of words, e.g., for our Arabic-English datasets,
longest has about twice as many English words
as middle, and about four times as many words
as shortest. Constructing tuning datasets with the
same number of sentences instead of the same
number of tokens is intentional as we wanted to
ensure that in each of the conditions, the SMT pa-
rameter optimizers learn on the same number of
training examples.

6
www.statmt.org/wmt12/

7
www.nist.gov/itl/iad/mig/openmt12.cfm

Tuning#set#verbosity#depends#on#source#length#

●
●

●
●

●

●

●
●

●●
●

●
●● ●●

●

●
●

● ●
●

● ●●●
●

●●

●
●

●

● ●
●

●

●

●

●
●

●

●●

●

●●
●
●●

●
●

●
● ●●

●

● ●

●
● ●

● ●

●●

●

●

●
●

● ●
●

●

●
●
●
●

●

●

●●

●

●

● ●

●

●●
●●

●

●

●

●

●

●

●
●

●●

1.075

1.100

1.125

1.150

1.175

28 30 32
Average source side length (words)

A
ve

ra
ge

 v
er

bo
si

ty

set ● Ar−En−multi Ar−En−single

Arabic−English

●

●
●●

● ●

●
●

●

●

●

●
●

●

●

●

●

●
●

●

●●

●

●
●

●
● ●●

●●
●

●

●

●

●

●
●

●

●

●

●

●
●

●

●

●

●

●

●

● ●

●
●

●

●

●

●

●

●

●
●

●

●
●

●●

●

●
●●

●
●

●●

● ●●
●● ●

●
●

●

●● ●
●

● ●
●

●
● ●● ●●

●

●
●

0.925

0.950

0.975

1.000

1.025

24 26 28
Average source side length (words)

A
ve

ra
ge

 v
er

bo
si

ty

Spanish−English

Source length vs. avg. verbosity

Figure 1: Average source sentence length (x axis) vs. average verbosity (y axis) for 100 random samples,
each with 500 sentence pairs extracted from NIST (Left: Arabic-English, multi- and single-reference)
and from WMT (Right: Spanish-English, single-reference) data.

The main research question we are interested
in, and which we will explore in this paper, is
whether the SMT parameter optimizers are able
to learn the verbosity from the tuning set. We
are also interested in the question of how the hy-
pothesis verbosity learned by optimizers such as
MERT and PRO depends on the nature of the tun-
ing dataset, i.e., its verbosity. Understanding this
could potentially allow us to manipulate the hy-
pothesis verbosity of the translations generated at
test time simply by changing the characteristics of
the tuning dataset in a systematic and controlled
way. While controlling the verbosity of a tuning
set might be an appealing idea, this is unrealistic
in practice, given that the verbosity of a test set is
always unknown. However, the results in Figure 1
suggest that it is possible to manipulate verbosity
by controlling the average source sentence length
of the dataset (and the source-side length is always
known for any test set). Thus, in our study, we use
the source-side sentence length as a data selection
criterion; still, we also report results for selection
based on verbosity.

In order to shed some light on our initial ques-
tion (whether the SMT parameter optimizers are
able to learn the verbosity from the tuning dataset),
we contrast the verbosity that two different opti-
mizers, MERT and PRO, learn as a function of
the average length of the sentences in the tuning
dataset.5

5In this work, we consider both optimizers, MERT and
PRO, as black-boxes. For a detailed analysis of how their
inner workings can affect optimization, see our earlier work
(Nakov et al., 2012).

4 Experiments and Evaluation

We experimented with single-reference and multi-
reference tuning and testing datasets for two
language pairs: Spanish-English and Arabic-
English. For Spanish-English, we used the
single-reference datasets newstest2008, new-
stest2009, newstest2010, and newstest2011 from
the WMT 2012, Workshop on Machine Transla-
tion Evaluation.6 For Arabic-English, we used
the multi-reference datasets MT04, MT05, MT06,
and MT09 from the NIST 2012 OpenMT Eval-
uation;7 we further experimented with single-
reference versions of the MT0x datasets, using the
first reference only.

In addition to the above datasets, we con-
structed tuning sets of different source-side sen-
tence lengths: short, middle and long. Given an
original tuning dataset, we selected 50% of its sen-
tence pairs: shortest 50%, middle 50%, or longest
50%. This yielded tuning datasets with the same
number of sentence pairs but with different num-
ber of words, e.g., for our Arabic-English datasets,
longest has about twice as many English words
as middle, and about four times as many words
as shortest. Constructing tuning datasets with the
same number of sentences instead of the same
number of tokens is intentional as we wanted to
ensure that in each of the conditions, the SMT pa-
rameter optimizers learn on the same number of
training examples.

6
www.statmt.org/wmt12/

7
www.nist.gov/itl/iad/mig/openmt12.cfm

What&we&discovered

Source#length#<G>#verbosity
We#can#use#source#length#to#control#verbosity

Arabic:&Target#(English)
sentences#have#more#
words#than#source#
sentences#(verb>1),#and#
they#get#longer#with#
longer#sentences.

Spanish: Target#sentences#
have#fewer#words.#They#
get#shorter#with#longer#
source#sentences.

5. Results: BLEU
test

Arabic-English (multi-ref) Arabic-English (1-ref) WMT Spanish-English
tuning short mid long short mid long short mid long avg

MERT
short 47.26⇤ 50.71 50.82 26.69⇤ 28.14 27.49 25.17⇤ 25.94 27.64
mid 46.53 51.11⇤ 51.31 26.22 28.39⇤ 27.96 24.96 26.27⇤ 27.97
long 46.23 50.84 51.74⇤ 25.80 28.20 28.27⇤ 24.57 26.08 28.29⇤

max-min 1.04 0.40 0.91 0.89 0.25 0.78 0.59 0.34 0.65 0.65
loss if using closest 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

PRO-fix
short 46.74 50.57 50.97 25.95 27.66 27.28 24.66 25.83 27.89
mid 46.59 50.83 51.41 25.98 28.23 28.19 24.67 25.81 27.64
long 46.08 50.56 51.18 25.87 28.11 28.05 24.58 25.77 27.81

max-min 0.66 0.27 0.44 0.11 0.58 0.92 0.09 0.06 0.25 0.38
loss if using closest 0.00 0.00 0.23 0.02 0.00 0.15 0.01 0.00 0.08 0.06

Table 1: Average test BLEU when tuning on each short/mid/long dataset, and testing on the remaining
short/mid/long datasets. Each cell represents the average over 36 scores (see the text). The best score for
either MERT or PRO is bold; the best overall score is marked with a ⇤.

4.3.1 Performance vs. Length and Verbosity

The above results give rise to some interesting
questions: What if we do not know the source-
side length of the test set? What if we can choose
a tuning set based on its verbosity? Would it then
be better to choose based on length or based on
verbosity?

To answer these questions, we analyzed the av-
erage results according to two orthogonal views:
one based on the tuning set length (using the above
50% length-based subsets of tuning: short, mid,
long), and another one based on the tuning set
verbosity (using new 50% subsets verbosity-based
subsets of tuning: low-verb, mid-verb, high-verb).
This time, we translated the full test datasets (e.g.,
MT06, MT09); the results are shown in Table 2.
We can make the following observations:

(1) The best results for PRO are better than the
best results for MERT, in all conditions.

(2) Length-based tuning subsets: With a sin-
gle reference, PRO performs best when tuning on
short sentences, but with multiple references, it
works best with mid-length sentences. MERT, on
the other hand, prefers tuning on long sentences
for all testing datasets.

(3) Verbosity-based tuning subsets: PRO yields
best results when the tuning sets have high ver-
bosity; in fact, the best verbosity-based results in
the table are obtained with this setting. With mul-
tiple references, MERT performs best when tuning
on high-verbosity datasets; however, with a single
reference, it prefers mid-verbosity.

Based on the above results, we recommend that,
whenever we have no access to the input side of
the testing dataset beforehand, we should tune on
datasets with high verbosity.

4.4 Test vs. Tuning Verbosity and Source
Length

In the previous subsection, we have seen that
MERT and PRO perform differently in terms of
BLEU, depending on the characteristics of the tun-
ing dataset. Here, we study a different aspect:
i.e. how they behave with respect to verbosity and
source side length.

We have seen that MERT and PRO perform dif-
ferently in terms of BLEU depending on the char-
acteristics of the tuning dataset. Below we study
how other characteristics of the output of PRO and
MERT are affected by tuning set verbosity and
source side length.

4.4.1 MERT – Sensitive to Verbosity
Figure 3 shows a scatter plot of tuning verbosity
vs. test hypothesis verbosity when using MERT
to tune under different conditions, and testing on
each of the unseen full datasets. We test on full
datasets to avoid the verbosity bias that might oc-
cur for specific conditions (see Section 3).

We can see strong positive correlation between
the tuning set verbosity and the hypothesis ver-
bosity on the test datasets. The average correla-
tion for Arabic-English is r=0.95 with multiple
references and r=0.98 with a single reference; for
Spanish-English, it is r=0.97.
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This time, we translated the full test datasets (e.g.,
MT06, MT09); the results are shown in Table 2.
We can make the following observations:

(1) The best results for PRO are better than the
best results for MERT, in all conditions.

(2) Length-based tuning subsets: With a sin-
gle reference, PRO performs best when tuning on
short sentences, but with multiple references, it
works best with mid-length sentences. MERT, on
the other hand, prefers tuning on long sentences
for all testing datasets.

(3) Verbosity-based tuning subsets: PRO yields
best results when the tuning sets have high ver-
bosity; in fact, the best verbosity-based results in
the table are obtained with this setting. With mul-
tiple references, MERT performs best when tuning
on high-verbosity datasets; however, with a single
reference, it prefers mid-verbosity.

Based on the above results, we recommend that,
whenever we have no access to the input side of
the testing dataset beforehand, we should tune on
datasets with high verbosity.

4.4 Test vs. Tuning Verbosity and Source
Length

In the previous subsection, we have seen that
MERT and PRO perform differently in terms of
BLEU, depending on the characteristics of the tun-
ing dataset. Here, we study a different aspect:
i.e. how they behave with respect to verbosity and
source side length.

We have seen that MERT and PRO perform dif-
ferently in terms of BLEU depending on the char-
acteristics of the tuning dataset. Below we study
how other characteristics of the output of PRO and
MERT are affected by tuning set verbosity and
source side length.

4.4.1 MERT – Sensitive to Verbosity
Figure 3 shows a scatter plot of tuning verbosity
vs. test hypothesis verbosity when using MERT
to tune under different conditions, and testing on
each of the unseen full datasets. We test on full
datasets to avoid the verbosity bias that might oc-
cur for specific conditions (see Section 3).

We can see strong positive correlation between
the tuning set verbosity and the hypothesis ver-
bosity on the test datasets. The average correla-
tion for Arabic-English is r=0.95 with multiple
references and r=0.98 with a single reference; for
Spanish-English, it is r=0.97.

CrossAtesting&(BLEU)

MERT:#best#BLEU#when#
tuning#on#similarGtoGtest

PRO:&learned#parameters#
are#independent#of#testG
set#length.

6. Choosing a Tuning Set: verbosity or length?

test

Arabic-English (multi-ref) Arabic-English (1-ref) WMT Spanish-English
tuning MERT PRO-fix MERT PRO-fix MERT PRO-fix

length
short 48.71 49.12 26.74 27.35 26.79 27.07
mid 49.27 49.59 26.97 27.23 26.99 26.88
long 49.35 49.20 27.23 27.28 27.02 26.84
verbosity
low-verb 47.90 47.60 25.89 25.88 26.70 26.61
mid-verb 49.16 49.52 27.69 27.95 27.09 26.81
high-verb 50.28 50.79⇤ 27.36 28.03⇤ 27.01 27.38⇤

Table 2: Average test BLEU scores when tuning on different length- and verbosity-based datasets, and
testing on the remaining full datasets. Each cell represents the average over 36 scores. The best score for
either MERT or PRO is bold; the best overall score is marked with a ⇤.
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Figure 3: Tuning set verbosity vs. test hypothesis verbosity when using MERT. Each point represents the
result for an unseen testing dataset, given a specific tuning condition. The linear regressions show the
tendencies for each of the test datasets (note that they all overlap for Es-En and look like a single line).

These are very strong positive correlations and
they show that MERT tends to learn SMT pa-
rameters that yield translations preserving the ver-
bosity, e.g., lower verbosity on the tuning dataset
will yield test-time translations that are less ver-
bose, while higher verbosity on the tuning dataset
will yield test-time translations that are more ver-
bose. In other words, MERT learns to generate
a fixed number of words per input word. This
can be explained by the fact that MERT optimizes
BLEU score directly, and thus learns to output the
“right” verbosity on the tuning dataset (in contrast,
PRO optimizes sentence-level BLEU+1, which is
an approximation to BLEU, but it is not the actual
BLEU). This explains why MERT performs best
when the tuning conditions and the testing condi-
tions are in sync. Yet, this makes it dependent on
a parameter that we do not necessarily control or
have access to beforehand: the length of the test
references.

4.4.2 PRO – Sensitive to Source Length
Figure 4 shows the tuning set average source-side
length vs. the testing hypothesis/reference length
ratio when using PRO to tune on short, middle,
and long and testing on each of the unseen full
datasets, as in the previous subsection. We can see
that there is positive correlation between the tun-
ing set average source side length and the testing
hypothesis/reference length ratio. For Spanish-
English, it is quite strong (r=0.64), and for Arabic-
English, it is more clearly expressed with one
(r=0.42) than with multiple references (r=0.34).
The correlation is significant (p < 0.001) when
we take into account the contribution of the tuning
set verbosity in the model. This suggests that for
PRO, both source length and verbosity influence
the hypotheses lengths, i.e., PRO learns the tuning
set’s verbosity, much like MERT; yet, the contri-
bution of the length of the source sentences from
the tuning dataset is not negligible.

• MERT:&Choose#long#
source#tuning#sets!

• PRO:&Choose#highG
verbosity#tuning#sets!

• Avoid#lowGverbosity#
sets

• Prefer#verbosity#as#a#
selection#criteria

PRO MERT
Likes Length Verbosity

Best strategy High verbosity  tuning set Mixed. High verbosity  
tuning set

Worst strategy Select low verbosity tuning sets

7. Conclusion 

4. Results: Length
MERT PRO

Correlation:&Tuning#
verbosity#vs.#
hypothesis#verbosity###

Correlation:&Tuning#
verbosity#vs.#hypothesis#
verbosity###98% 44%
Correlation:&Tuning#
source#length#vs.#length#
ratio

test

Arabic-English (multi-ref) Arabic-English (1-ref) WMT Spanish-English
tuning MERT PRO-fix MERT PRO-fix MERT PRO-fix

length
short 48.71 49.12 26.74 27.35 26.79 27.07
mid 49.27 49.59 26.97 27.23 26.99 26.88
long 49.35 49.20 27.23 27.28 27.02 26.84
verbosity
low-verb 47.90 47.60 25.89 25.88 26.70 26.61
mid-verb 49.16 49.52 27.69 27.95 27.09 26.81
high-verb 50.28 50.79⇤ 27.36 28.03⇤ 27.01 27.38⇤

Table 2: Average test BLEU scores when tuning on different length- and verbosity-based datasets, and
testing on the remaining full datasets. Each cell represents the average over 36 scores. The best score for
either MERT or PRO is bold; the best overall score is marked with a ⇤.
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Figure 3: Tuning set verbosity vs. test hypothesis verbosity when using MERT. Each point represents the
result for an unseen testing dataset, given a specific tuning condition. The linear regressions show the
tendencies for each of the test datasets (note that they all overlap for Es-En and look like a single line).

These are very strong positive correlations and
they show that MERT tends to learn SMT pa-
rameters that yield translations preserving the ver-
bosity, e.g., lower verbosity on the tuning dataset
will yield test-time translations that are less ver-
bose, while higher verbosity on the tuning dataset
will yield test-time translations that are more ver-
bose. In other words, MERT learns to generate
a fixed number of words per input word. This
can be explained by the fact that MERT optimizes
BLEU score directly, and thus learns to output the
“right” verbosity on the tuning dataset (in contrast,
PRO optimizes sentence-level BLEU+1, which is
an approximation to BLEU, but it is not the actual
BLEU). This explains why MERT performs best
when the tuning conditions and the testing condi-
tions are in sync. Yet, this makes it dependent on
a parameter that we do not necessarily control or
have access to beforehand: the length of the test
references.

4.4.2 PRO – Sensitive to Source Length
Figure 4 shows the tuning set average source-side
length vs. the testing hypothesis/reference length
ratio when using PRO to tune on short, middle,
and long and testing on each of the unseen full
datasets, as in the previous subsection. We can see
that there is positive correlation between the tun-
ing set average source side length and the testing
hypothesis/reference length ratio. For Spanish-
English, it is quite strong (r=0.64), and for Arabic-
English, it is more clearly expressed with one
(r=0.42) than with multiple references (r=0.34).
The correlation is significant (p < 0.001) when
we take into account the contribution of the tuning
set verbosity in the model. This suggests that for
PRO, both source length and verbosity influence
the hypotheses lengths, i.e., PRO learns the tuning
set’s verbosity, much like MERT; yet, the contri-
bution of the length of the source sentences from
the tuning dataset is not negligible.
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Figure 4: Tuning set average source length vs. test hypothesis/reference length ratio for PRO. Each
point represents the result for an unseen testing dataset, given a specific tuning condition. The linear
regressions shows the tendencies across each of the testing datasets.

Finally, note the “stratification” effect for the
Arabic-English single-reference data. We attribute
it to the differences across test datasets. These
differences are attenuated with multiple references
due to the closest-match reference length.

5 Discussion

We have observed that high-verbosity tuning sets
yield better results with PRO. We have further seen
that we can manipulate verbosity by adjusting the
average length of the tuning dataset. This leads to
the natural question: can this yield better BLEU?
It turns out that the answer is “yes”. Below, we
present an example that makes this evident.

First, recall that for Arabic-English longer tun-
ing datasets have higher verbosity. Moreover, our
previous findings suggest that for PRO, higher-
verbosity tuning datasets will perform better in
this situation. Therefore, we should expect that
longer tuning datasets could yield better BLEU.
Table 3 presents the results for PRO with Arabic-
English when tuning on MT06, or subsets thereof,
and testing on MT09. The table shows the re-
sults for both multi- and single-reference experi-
ments; naturally, manipulating the tuning set has
stronger effect with a single reference. Lines 1-
3 show that as the average length of the tuning
dataset increases, so does the length ratio, which
means better brevity penalty for BLEU and thus
higher BLEU score. Line 4 shows that selecting
a random-50% subset (included here to show the
effect of using mixed-length sentences) yields re-
sults that are very close to those for middle.

Comparing line 3 to lines 4 and 5, we can see
that tuning on long yields longer translations and
also higher BLEU, compared to tuning on the full
dataset or on random.

Next, lines 6 and 7 show the results when apply-
ing our smoothing fix for sentence-level BLEU+1
(Nakov et al., 2012), which prevents translations
from becoming too short; we can see that long
yields very comparable results. Yet, manipulat-
ing the tuning dataset might be preferable since it
allows (i) faster tuning, by using part of the tun-
ing dataset, (ii) flexibility in the selection of the
desired verbosity, and (iii) applicability to other
MT evaluation measures. Point (ii) is illustrated
on Figure 5, which shows that there is direct pos-
itive correlation between verbosity, length ratio,
and BLEU; note that the tuning set size does not
matter much: in fact, better results are obtained
when using less tuning data.
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Figure 5: PRO, Arabic-English, 1-ref: tune on
N% longest sentences from MT06, test on MT09.

67%

test

Arabic-English (multi-ref) Arabic-English (1-ref) WMT Spanish-English
tuning short mid long short mid long short mid long avg

MERT
short 47.26⇤ 50.71 50.82 26.69⇤ 28.14 27.49 25.17⇤ 25.94 27.64
mid 46.53 51.11⇤ 51.31 26.22 28.39⇤ 27.96 24.96 26.27⇤ 27.97
long 46.23 50.84 51.74⇤ 25.80 28.20 28.27⇤ 24.57 26.08 28.29⇤

max-min 1.04 0.40 0.91 0.89 0.25 0.78 0.59 0.34 0.65 0.65
loss if using closest 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

PRO-fix
short 46.74 50.57 50.97 25.95 27.66 27.28 24.66 25.83 27.89
mid 46.59 50.83 51.41 25.98 28.23 28.19 24.67 25.81 27.64
long 46.08 50.56 51.18 25.87 28.11 28.05 24.58 25.77 27.81

max-min 0.66 0.27 0.44 0.11 0.58 0.92 0.09 0.06 0.25 0.38
loss if using closest 0.00 0.00 0.23 0.02 0.00 0.15 0.01 0.00 0.08 0.06

Table 1: Average test BLEU when tuning on each short/mid/long dataset, and testing on the remaining
short/mid/long datasets. Each cell represents the average over 36 scores (see the text). The best score for
either MERT or PRO is bold; the best overall score is marked with a ⇤.

4.3.1 Performance vs. Length and Verbosity

The above results give rise to some interesting
questions: What if we do not know the source-
side length of the test set? What if we can choose
a tuning set based on its verbosity? Would it then
be better to choose based on length or based on
verbosity?

To answer these questions, we analyzed the av-
erage results according to two orthogonal views:
one based on the tuning set length (using the above
50% length-based subsets of tuning: short, mid,
long), and another one based on the tuning set
verbosity (using new 50% subsets verbosity-based
subsets of tuning: low-verb, mid-verb, high-verb).
This time, we translated the full test datasets (e.g.,
MT06, MT09); the results are shown in Table 2.
We can make the following observations:

(1) The best results for PRO are better than the
best results for MERT, in all conditions.

(2) Length-based tuning subsets: With a sin-
gle reference, PRO performs best when tuning on
short sentences, but with multiple references, it
works best with mid-length sentences. MERT, on
the other hand, prefers tuning on long sentences
for all testing datasets.

(3) Verbosity-based tuning subsets: PRO yields
best results when the tuning sets have high ver-
bosity; in fact, the best verbosity-based results in
the table are obtained with this setting. With mul-
tiple references, MERT performs best when tuning
on high-verbosity datasets; however, with a single
reference, it prefers mid-verbosity.

Based on the above results, we recommend that,
whenever we have no access to the input side of
the testing dataset beforehand, we should tune on
datasets with high verbosity.

4.4 Test vs. Tuning Verbosity and Source
Length

In the previous subsection, we have seen that
MERT and PRO perform differently in terms of
BLEU, depending on the characteristics of the tun-
ing dataset. Here, we study a different aspect:
i.e. how they behave with respect to verbosity and
source side length.

We have seen that MERT and PRO perform dif-
ferently in terms of BLEU depending on the char-
acteristics of the tuning dataset. Below we study
how other characteristics of the output of PRO and
MERT are affected by tuning set verbosity and
source side length.

4.4.1 MERT – Sensitive to Verbosity
Figure 3 shows a scatter plot of tuning verbosity
vs. test hypothesis verbosity when using MERT
to tune under different conditions, and testing on
each of the unseen full datasets. We test on full
datasets to avoid the verbosity bias that might oc-
cur for specific conditions (see Section 3).

We can see strong positive correlation between
the tuning set verbosity and the hypothesis ver-
bosity on the test datasets. The average correla-
tion for Arabic-English is r=0.95 with multiple
references and r=0.98 with a single reference; for
Spanish-English, it is r=0.97.
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Figure 4: Tuning set average source length vs. test hypothesis/reference length ratio for PRO. Each
point represents the result for an unseen testing dataset, given a specific tuning condition. The linear
regressions shows the tendencies across each of the testing datasets.

Finally, note the “stratification” effect for the
Arabic-English single-reference data. We attribute
it to the differences across test datasets. These
differences are attenuated with multiple references
due to the closest-match reference length.

5 Discussion

We have observed that high-verbosity tuning sets
yield better results with PRO. We have further seen
that we can manipulate verbosity by adjusting the
average length of the tuning dataset. This leads to
the natural question: can this yield better BLEU?
It turns out that the answer is “yes”. Below, we
present an example that makes this evident.

First, recall that for Arabic-English longer tun-
ing datasets have higher verbosity. Moreover, our
previous findings suggest that for PRO, higher-
verbosity tuning datasets will perform better in
this situation. Therefore, we should expect that
longer tuning datasets could yield better BLEU.
Table 3 presents the results for PRO with Arabic-
English when tuning on MT06, or subsets thereof,
and testing on MT09. The table shows the re-
sults for both multi- and single-reference experi-
ments; naturally, manipulating the tuning set has
stronger effect with a single reference. Lines 1-
3 show that as the average length of the tuning
dataset increases, so does the length ratio, which
means better brevity penalty for BLEU and thus
higher BLEU score. Line 4 shows that selecting
a random-50% subset (included here to show the
effect of using mixed-length sentences) yields re-
sults that are very close to those for middle.

Comparing line 3 to lines 4 and 5, we can see
that tuning on long yields longer translations and
also higher BLEU, compared to tuning on the full
dataset or on random.

Next, lines 6 and 7 show the results when apply-
ing our smoothing fix for sentence-level BLEU+1
(Nakov et al., 2012), which prevents translations
from becoming too short; we can see that long
yields very comparable results. Yet, manipulat-
ing the tuning dataset might be preferable since it
allows (i) faster tuning, by using part of the tun-
ing dataset, (ii) flexibility in the selection of the
desired verbosity, and (iii) applicability to other
MT evaluation measures. Point (ii) is illustrated
on Figure 5, which shows that there is direct pos-
itive correlation between verbosity, length ratio,
and BLEU; note that the tuning set size does not
matter much: in fact, better results are obtained
when using less tuning data.
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Figure 5: PRO, Arabic-English, 1-ref: tune on
N% longest sentences from MT06, test on MT09.

• Know&your&tuning&datasets:#Different#language#pairs#and#
translation#directions#may#have#different#source(side* length*
– verbosity*dependencies.#

• When&optimizing&with&PRO:#select#or#construct#a#highG
verbosity#dataset#as#this#could#potentially#compensate#for#
PROs#tendency#to#yield#too#short#translations.#

• When&optimizing&with&MERT:#If#you#know#beforehand#the#
test#set,#select#the#closest*tuning#set.#Otherwise,#tune#on#
longer#sentences.#


