
1.   Jump	 features	 (words	 transi4ons):	 word-level	 forward	 and	 backward	
gaze	jumps	

2.   Total	jump	distance:	total	gaze	distance	covered	while	evalua:ng	
3.   Inter-region	jumps:	gaze	jumps	between	transla:on	and	the	reference	
4.   Dwell	4me:	longer	:me	eyes	spend	on	a	region	
5.   Lexicalized	features:		

•  extract	streams	of	lexical	sequences	R	
•  score	using	a	trigram	language	model	
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Problem:	Human	evalua:on	suffers	from	inter-	and	intra-annotator	
agreements	
																		Evalua:on	scores	are	too	subjec:ve	
	

Hypothesis:	Reading	paLerns	from	evaluators	can	help	to	

•  shed	light	into	the	evalua:on	process	
•  understand	which	parts	of	the	sentences	are	difficult	to	evaluate	
•  develop	a	semi-automa:c	evalua:on	system	based	on	reading	paAerns	

Our	Solu4on:	use	reading	paAerns	as	a	method	to	dis:nguish	between	good	
and	bad	transla:ons	
	
In	addi:on:		
•  iden:fied	novel	features	from	gaze	data	
•  model	and	predict	the	quality	of	transla:ons	as	perceived	by	evaluators 

•  Linear	regression	model	with	ridge	regulariza:on	
•  Ridge	coefficient					minimizes	the	error	

•  Parameter	 λ	 controls	 the	 amount	 of	 shrink	 applied	 to	 regression	
coefficients	

•  Used	the	glmnet	package	of	R	for	cross-valida:on	to	find	the	best	value	of	
λ	on	the	training	data	

Data	
•  Subset	of	the	Spanish-English	WMT’12	Evalua:on	task	
•  Selected	 60	 medium-length	 sentences,	 evaluated	 by	 at	 least	 2	 different	
annotators	

•  Selected	 the	 best	 &	 the	 worst	 transla:ons,	 according	 to	 a	 human	
evalua:on	score,	based	on	expected	wins.	

•  Total	120	evalua:on	tasks	x	6	different	evaluators	=	720	evalua:ons	
	
Eye-tracking	Annota4ons	
•  Present	evaluators	with	a	transla:on-reference	pair	
•  The	best/worst	transla:ons	of	the	same	sentence	have	been	shown	with	at	
least	40	different	tasks	in	between	

•  Assign	a	0-100	score	to	each	task	
•  Inter-annotator	 kappa	 =	 0.321	 (slightly	 higher	 than	 the	 overall	 IAA	 in	
WMT’12	for	Spanish-English	–	0.284)	

Evalua4on	
Protocol	similar	to	WMT’12	
•  Pairwise	evalua:on	
•  Computed	 the	 Kendall’s	 tau	

coefficient	
•  Evaluated	 using	 10-fold	 cross-

valida:on	
	

Model 

Tool		
•  EyeTribe	eye-tracker	
•  Sampling	frequency	of	30Hz.	
•  Evalua:on	environment:	iAppraise	
	
	

Lack	predic:ve	
power	

Reading	paAerns	on	
transla:on	and	
inter-region	bring	
useful	informa:on	

Lexicalized	gaze	
jumps	brings	

addi:onal	value	
than	an	LM	

Combina4ons	with	BLEU	
Bbleu	 0.34	

Bbleu	+	EyeTrabj	 0.38	

Bbleu	+	EyeLexall	 0.42	

Combining	 the	 best	 features	 with	 BLEU	 brings:	 reading	
paAerns	capture	more	than	just	fluency	and	adequacy	

Conclusions:	 Eye–tracking	 features	 extracted	 captures	 addi:onal	
informa:on	and	can	complement	tradi:onal	measures	(BLEU).	
Future	 work:	 more	 users,	 language	 pairs,	 early	 termina:on	 features,	
deepen	analysis.		


